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Description 

Deep Learning for Multimodal data representation is a fundamental technique to integrate data 

of different types into a common space in which both intermodality and cross-modality can be 

represented. These representations provide richer information than a single modality in data 

that is multimodal by nature -- such as social media content that usually includes images and 

text [1, 7] -- by taking advantage of the specific information of each modality. Cross-modal 

attention [2, 3], in which one modality is attended conditioned on the other is a popular choice 

for multi-modal feature fusion in Vision and Language tasks. Other multi-modal fusion 

techniques have also been explored such as bilinear models [4] or graph CNNs [5]. The current 

trend in more recent works is the fusion through multi-modal transformers such as the VilBERT 

(short for Vision-and-Language BERT) [6] model.  

With this project we intend to bring this multimodal treatment of information to the analysis of 

social media, and more specifically, to the tasks of hate speech and fake news detection. The 

main goal of the project will be focused on the task of hate speech detection, by designing and 

training deep neural network models to extract rich representations from multimodal social 

media posts, based on previous works [1] combining both textual and visual information. 

Example of hate-speech tweet post where multimodal information is relevant 

Two different kind of approaches can be explored. On one hand, a cross-modal approach, where 

a common semantic space is learnt where either modality can be projected separately and rich 

sematic representations are learnt. On the other hand, an intermodal approach, using deep 

network architectures that seamlessly combine textual and visual information into a single joint 

representation. Once trained these models will be tested and evaluated on existing public 

datasets [1, 7]. 

Tweet text: “What separates humans from animals” 
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Additionally, these multimodal models can be fine-tuned to the task of fake news analysis by 

providing tools for multimodal retrieval that could be used to filter potential fake news 

candidates based on their similarity to previously labelled publications.  

The project can be developed within the context of a paid internship as practices at the CVC.  

There is also the possibility to continue as a research assistant / PhD student on this topic once 

the TFM project finishes 
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